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INTRODUCTION, RELATED WORK

 Delays

 Existing approaches

 𝑘-robustness

 𝑝-robustness

 New approach

 Bounds on edge travel time

 Looking for safe solution

[1,3] [1,1]

[2,3]



MAPF-TU

 Classical MAPF

 Graph 𝐺 = 𝑉, 𝐸

 Start and target for each agent

 Discrete time

 𝑤− 𝑒 , 𝑤+ 𝑒 - lower and upper bound on time to traverse edge 𝑒

 Solution: 

 vector of single-agent plans

 𝜋𝑎 = 𝑣0, 𝑣1 , 𝑣1, 𝑣2 , … , 𝑣𝑛−1, 𝑣𝑛 where 𝑣0 = 𝑠(𝑎), 𝑣𝑛 = 𝑡(𝑎)

 Safe solution

[1,3] [1,1]

[2,3]



POTENTIAL PRESENCE

 Uncertainty in agent’s actual position

 Potential presence 𝜏 𝜋, 𝑣

 set of time intervals when agent may be at 𝑣 when following single-agent plan 𝜋

𝜋 = 𝑠, 𝑣1 , 𝑣1, 𝑣2 , 𝑣2, 𝑔

 Potential presence for an edge similarly



POTENTIAL CONFLICT

 Potential conflict = non-empty intersection of potential presence

 Safe solution = no potential conflicts



SOLUTION COST

 Uncertainty over edge durations

 SOCopt – sum of lower bound durations of all actions

 SOCpes – sum of upper bound durations of all actions



A* + OD

 A* for MAPF

 State: vector of individual positions

 Action: vector of individual actions

 Legal actions only

 Operator Decomposition

 Expanding only one agent

 Fixed order of agents



A* + ODTU

 Non-unit edge lengths

 State: 𝑎1, 𝑣1, 𝑇1 , … , 𝑎𝑘 , 𝑣𝑘 , 𝑇𝑘

 Expanding with agent having minimal optimistic bound instead of round-robin

 Needs to check predecessor states for conflict

 Heuristic

 SIC – sum of “shortest” paths



CBSTU

 Lower level

 A* over states 𝑣, 𝑇 where 𝑇 is potential presence

 Higher level

 Potential conflicts

 Improvement: Prioritized Conflicts (PC)

 Cardinal

 Semi-cardinal

 Non-cardinal



EXPERIMENTAL SETUP

 Edge traversal time

 Uncertainty parameter 𝑈

 𝑤− 𝑒 from 1, 𝑈 + 1

 𝑤+ 𝑒 from 𝑤− 𝑒 , 𝑈 + 1

 Uniformly at random

 Timeout: 5 min

 Optimizing SOCpes



EXPERIMENTS – RESULTS

 Success rates for Open grid 8 x 8

 𝑘 = # agents

 Edge traversal time bounds … randomly from 1,𝑈 + 1



EXPERIMENTS – RESULTS

 Success rates for DAO map

 𝑘 = # agents

 Edge traversal time bounds … randomly from 1,𝑈 + 1



EXPERIMENTS – RESULTS

 Open grid 8x8, CBSTU



EXPERIMENTS – RESULTS

 Success rates for Warehouse map

 𝑘 = # agents

 Edge traversal time bounds … randomly from 1,𝑈 + 1

 Complete (CU) and Partial (PU) Uncertainty



EXPERIMENTS – RESULTS

 Open grid 8x8, 9 agents, CBSTU



ONLINE REPLANNING

 Agent can sense current time when arrives at a vertex

 SOCpes: 4 + 3𝑛 vs. 4 + 2𝑛



SENSE SETTING

 No communication

 Agent improves its plan individually

 𝜏 𝜋𝑖
′,∗ ⊂ 𝜏 𝜋𝑖 ,∗ to ensure safety



SENSE+COM

 Agents share sensed information

 Centralized replanning

 Run CBSTU for replanning agents

 Initialized with constraints covering potential presence of not-replanning agents



REPLANNING – EXPERIMENTS

SOCopt SOCpes

 Open grid map, 8 agents



REPLANNING – EXPERIMENTS

SOCopt SOCpes

 Warehouse map, 8 agents



CONCLUSION

 MAPF with uncertainty in time to traverse an edge

 CBSTU is better

 Online replanning

 Theoretically always advantageous

 Experimentally: significant benefit only in SENSE+COM optimizing for optimistic SOC


